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Abstract- Water quality analysis involves analysis of physi@mical, biological and microbiological
parameters and reflects abiotic and biotic stafescosystem. This assessment helps in planningtitieation,
antipollution and conservation strategies for dnafale use of aquatic ecosystem.

Many mathematical models are available for prealictf water quality. These models are complexrincstire;
require detailed information about source & recepidhich is a difficult and costly task which is tivation
behind using alternative approaches like data drigehniques.

In the present study of water quality predictionGifaskaman Reservoir has been done 30 days in @ltgn
using genetic programming. One of the most impar&ep in application of data driven techniquehs t
selection of significant model input parameterdnelar correlation, method based on data miningriecies
and Genetic Programming equations has been usezkliection of significant input parameters. Strangd
weaknesses of each method is discussed .Performaantssis of the Genetic Programming runs has Hdeee

by Coefficient of Determination, RMSE and corredaticoefficient

Index Terms-Correlation Coefficient, Principal component Analysis, Genetic Programming, Water
Quality Parameters.

lakes or manmade reservoirs , 2.51% is in swamp
1. INTRODUCTION sand 0.46% is in rivers[3].The management of lake

... water quality therefore becomes a very vital act of
Lakes are valued as water sources and for fishin q y y

water transport, recreation, tourism and power
generation but lake ecosystems are fragile and e
lake possesses a unique “personality,” or set

physical and chemical characteristics which ma
change over time. [14] Lakes exhibit chemica
changes on a daily basis while other changes, asich
plant and algae growth, occur seasonally. Year-t

e condition of a lake at a given time is the ltesti
interaction of many factors—its watershed, aten
eology, human influence, and characteristics ef th
ake itself. With constantly expanding databased an
ncreased knowledge, limnologists and hydrologists
are able to better understand problems that develop

yarticular lakes, and further develop comprehensive

yearﬁchange(sj lnta I_al;le are COT“_T‘;_” betcause surf Gdels that can be used to predict how lakes might
runoff, groundwater inflow, precipitation, tempenat change in the future.

and lsunl[lghtthvaryt.[ll] fHurr]nan aclt]:v;tr:es can furﬂ;e ater quality analysis involves the analysis of
accelerate the rates of change. € causese hysio-chemical, biological and microbiological

zgizgrianreenlw(gr?twnr’acr:]tpcvégesrém?gt%ags g‘;ir\g%rmrgﬁrameters and reflects abiotic and biotic status o
9 practi : cosystem. This assessment helps in planning the

2&3@2 :ﬁ;ff:r'] dertc:i/rir:jeentianl] Crr;?/g%ei'nlaggg:’ﬁ ISu(filization, antipollution and conservation stragegy
p P 9 Rr sustainable use of aguatic ecosystem.

- odeling and prediction of water quality parameters
lead to sound management policies.[15] . The glob volves a variety of approaches. Traditionally evat
water resource scenario shows that, water cove

(ﬂﬁality prediction was carried out using hard
75% of the earth’s surface. Out of the total aldda . N L
water, 97.5% is saline water and fresh water iy on omputing approaches which include deterministic,

; . tochastic, statistical and numerical models.
2.5%. Out of the fresh water, icecaps and glacess '\é

) any such mathematical models are available for
68.6% and groundwater is 30.1%, surface water a - :
other fresh water is only 1.3% .Out of this 1.39 ediction of water quality. These models are caxpl

. in structure; require detailed information aboutiree
surface and other fresh water, 20.1% is in naturar? »1ed

lake ecosystem dynamics and information that c
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& receptor, which is a difficult and costly taskath in fresh water lakes and compared with ANN results
leaves a scope to try alternative approaches. Tkhows that, scaling data affects the form and acgur
widespread use of in situ hydrological instrumdotat of evolved equation.ANN & GP are capable of
has provided researchers a wealth of data to use fwroducing predictive models for ecological timeiegr
analysis and therefore use of data mining for datalata [9]. one paper present prototype applicatibn o
driven modeling is warranted [16]. Many methoddwo distinct ML technique (ANN and GP) for
have been employed for input determination iselection of significant input variable, first ugitest
ecological modeling literature. Some of them ar@roblem with known input-output dependence and
categorized as methods based on ecologicdlen using data from monitoring station in coastal
considerations, methods based on linear correlatiowmaters of Hong kong. It is evident that the
methods based on data mining techniques and usiitgntification of the key input variables are fdxéesi
genetic programming equations [8] with the interpretation of the trained ANN weiglutis
Moreover the accuracy of the prediction is to aagre of the evolved GP equations. [8]

extent dependent on the accuracy of the open

boundary conditions, model parameters used and tBeStudy Area and Data

numerical scheme adopted. [8] One of the most

important step in application of data driven teclueis Rajgurunagar is a town at the end of northern btafck
is the selection of significant model input paragngt district Pune 40 km away from Pune ; situated in
The motivation behind the present study is to compaMaharashtra state. It is located on the bank of the
three methods to determine the significant inpuBhima River and. Present study deals with a
parameters .The detailed discussion on the metho@saskaman dam which is situated in Rajgurunagar in
and comparison of the significant input parameterBune district.

derived is presented. The strengths and weakne§sesChaskaman dam was built on 1977 at Bibi villagg. Fi

the methods have also been discussed. 1 shows the location map of dam. It consists oft bui
up of Bhima River which is Northern western India.
2. Background of Genetic Programming(GP) Depth of water at the wall of the dam is about b0

Water stays in the dam whole year. Chaskaman dam
The concept of GP follows the principle of ‘sundiva situated at 180 -15’-40” North and 730 -47’-15" Eas
of the fittest’ borrowed from the process of evimint at an average altitude 1000. Various forest typed s
occurring in nature. But its solution is a computens tropical evergreen, semi-evergreen, moist agd dr
program or an equation as against a set of nunibbersdeciduous and high altitude shoals mingle with
the GA and hence it is convenient to use the same anatural and manmade grasslands, in addition to
regression tool rather than an optimization one. G&griculture, plantation crops, stream valley prtgec
operates on parse trees rather than on bit staegs mining areas and many other land uses. Species
a GA, to approximate the equation (in symbolic fprmrichness at local scale, however, are more depénden
or computer program that best describes how then biological factors like competition and predatas
output relates to the input variables. Detailedvell as physical factors like habitat diversity; tera
explanation of concepts related to GP can be fannd chemistry, flow regimes and temperature. The
[13] In GP, a random population of individualsbiological study of water is helpful in problem&di
(equations or computer programs) is created, thmollution control, the construction and renovatioh
fitness of individuals is evaluated and then thelams and lakes, fish and aquatic life. For fish
‘parents’ are selected out of them. The parents acemmunities, substrate complexity, stream flow and
then made to yield ‘offspring’ through the processewater quality characteristics were found to be
of crossover, mutation and reproduction. Creatibn omportant in determining local richness [10]
offspring continues in an iterative manner till aMonthly Water quality data collected by Government
specified number of offspring in a generation aref Maharashtra, water resource Department,
produced and further till another specified numbier Hydrology project (surface water), Hydrological @at
generations are created. The resulting offspringser group.Monthly is used in this study. Data
(equation or computer program) at the end of thisollected from July2000 to October 2011 is used in
process is the required solution of the problenthis study.
Genetic Programming is rarely used in water quality
prediction. first real time modeling & predictiorf o Following 19 input variables are selected as per
algal bloom with GP model results shows that GRvailability of data, Temperature(Temp) (degree
model appear to be able to identify key input Malga Celsius),Electrical conductivity general(EC_GEN),
that are in abundance with ecological reasoning arglectrical conductivity(EC_FLD)( pmho/cm), PH
results can be more easily interpreted. Results aBeneral and  FieldPH_GEN, PH_FLD)(PH
within reasonable accuracy only up to 2 lead daynits),Dissolved Oxygen(DO (mg/L) Dissolved
prediction [14]. When GP is used to predict highbhn Oxygen Saturation (DO%) (%), Solids Total
linear phenomena such as blue — green alga; bloom&solved (TDS) (mg/L), Coliforms Total (Tcol-
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MPN)(MPN/100ml),Phosphorus Total (P- correlation of input parameters with output paramet
Tot)(mgP/L),Nitrogen Total Oxidised (N®NOs;) (faecal coliform).lt was found that out of nineteen
(mgN/L),Nitrogen Ammonia(NBN)(mgN/L), seven parameters are moderately correlated with
Sodium(Na)(mg/L), Chemical Oxygen output i.e with faecal coliform. Table 2 shows the
Demand(COD)(mg/L), Carbonate(G@ng/L), correlation of input parameters with output in
Chloride(CIl)(mg/L), Biochemical Oxygen descending order.

Demand(BOD3-27)(3days)(mg/L), Alkalinity

Phenolphthalein (ALK-Phen)( mgCag/D),
Alkalinity Total 9ALK-TOT)(mgCaCQ/L), one
output variable Colifom Faecal (FCol-
MPN)(MPN/100ml) is used. Statistical and data

driven techniques are used to find the most infiaén Table 2: Correlation of input parameters with otitpu
parameters and results are compared.

4 Input Parameter s selection Sr, Correlation With
No Input Parameter Faecal coliform
The section presents three techniques which am use; Coliforms, Total (Tcol-{ 0.9682099
for finding significant input parameters. MPN)
2 Nitrogen, Totall 0.460149356
4.1 Use of correlation coefficient Oxidised (NQ+NO5)
3 Chemical Oxygen 0.3766482
Out of 19 input parameters a investigation was done Demand (COD)
to find out whether there exists any correlation 4 Solids, Total Dissolved 0.32801
between themselves and coliform (faecal) (outpuf) (TDS)
and to what extent. (refer table no. 1) It was fbun| g Electrical 0.314630
that out of nineteen parameters seven are modgratel ConductivityField
(.50 to .31) correlated with Faecal coliform ( aut)p (EC_FLD)

Only Total coliform is strongly correlated ( .968ith

output. Table 2 shows the correlation of inputalé  T4ple 2 shows that total coliform are highly coatetl
with output variable in descending order. with faecal coliform.(correlation coefficient 0.968s

) ) o compared with total oxidized Nitrogen , chemical
Table 1: Correlation of input parameter with inpat oxygen demand, total dissolved solids, and eletric
output conductivity.
Tl TengC_GEE AL GE L 00 051 10 s FIodishOie) s o o0 30 oo 1 M€ Major  disadvantage - associated with  using
Terp 100 015 0 416 017 0 02 05 000 91874012 6 405 05 01 418 o 47 gsCOITENAtion analysis is that it is only able to eiet
2 0% 00 03 052 0% 0% 0w o oxlinear dependence between two variables. Therefore
0 0042 031 0% 0% ont ox on oxSUCh an analysis is unable to capture any nonrlinea
Q0920000 402 011 0% 401 4 o osdependence that may exist between the input and
D000 97 018 0% 401 012 40 osOUIPUL @and may possibly result in the omission of
Lomsats 020 407 08 055 038 415 giMPOrtant inputs that are related to the outpunam

Wm0t 017 408 012 417 413 421 alinear fashion [8]

ECGEN 005 100 099 008 0.02-021 0.20 098 0.3
ECFD 004 099 100 008 0.02-024 0.3 097 0.3
pHGEN 016 008 0.08 100 045 008 0.03 007 0.07
PHFD 017 002 002 045 100 -0.08 -0.14 003 0.2
00 008 -021 024 008 -0.08 100 0.92 -016 0.6
DO_SATI 032 021 023 0.03 -0.4 082 100 016 0.15
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TS 005 0% 047 007 003 016 016 100 035 030 035 0013 033 051 033 072 049 077 040
TOHPH 000 03 03 407 022 035 035 03 10D 008 052 002 097 03 401 024 019 056 0 -2 BY use of principal component analysis(PCA)

Mot 18 021 028 04 012 005 01 030 006 100 D13 008 011 039 012 029 048 024 089 o

NG 07 030 030 408 408 007 03 0% 052 415 10180018 046 006 404 038 012 055 orPTiNCiP@l Component Analysis is a powerful pattern
MEN 012 033 014 02 002 40 406 011 001 038 Q010N 001 00 483 02 0z oo¢ oPECOGNItiON technique that attempts to explain the
N 05 00 072 000 002 415 416 073 02 028 019 0090 02 046 016 037 030 051 o VAriance of alarge dataset of inter-correlatedabées
N 05 031 031 002 42 02) 017 03 097 011 0610021 100 0% 000 0z o o opWIth @ smaller set of independent variables (ppati

M) 405 02 05 41 49 407 405 051 0% 0% 0080008 03 10 0% 0 07 0 ouCOMPONenNts) [13]. Many researchers have used the
(B 02 0% 0% 050 012 406 412 03 001 012 00450028 00 06 100 028 405 04t 057@A Processing and dimension reduction techniques
O 4 0 0700 01435 07 072 0 029 E2008T 02 04 08 100 055 o0 pWIth Mumerous application in engineering, biology,
OS2 008 046 082 009 012 416 053 09 011 045 0um2008 020 78 45 055 100 0% gPiOMedical engineering and social science.[5,13,17]
ARTOT 017 079 077 010 906 15 421 077 0% 12 0is40nsl 01 03 041 080 08 100 o]t 1S @ISO used to evaluate the relationship betwee
N 005 038 037 065 055 002 4% 04 016 019 007 0021 020 011 057 020 00 0w ywCNeMical variables and to local and regional preess

which influence quality of water.[14].

: L ; ; The purpose of using PCA is to reduce

To find the significant inputs, correlation of each,. ) X .

parameter Withg output wgs found. Table 1 Showglmentmnallty. In the present case study, the lved
) riables were 20 in number which were having

correlation of input parameters with each other anf

83



International Journal of Research in Advent Tecbgg| Vol.2, No.3, March 2014
E-ISSN: 2321-9637

difference in their scales but having equatomponent displays an eigenvalue of 0.870 which is
importance.[17] A correlation matrix was thereforeclearly lower than The application of the Kaiser
used for the application of PCA.While applying PCAcriterion leads to retain unambiguously the first
the number of components extracted is equal to tlseventh principal components.

number of variables being analyzed (under the
general condition np).In the present case study 20

variables involved would result actually in 20 _ Variability _
components. Out of which first few components Eigenvalue | (%) Cumulative %
which were important enough to be retained forF1l 6.504 32.518 32.518
interpretation and were used to present the data. | F2 2.738 13.690 46.208
Three criteria Kaiser eigenvalue-one criterion, g3 2280 11.398 57.606
Cat_tell Scree test, apd CumL_JIatlve percent oty 1.606 8.028 65 634
variance were used to find meaningful components:

i) Kaiser Method F5 1.298 6.492 72.126
The Kaiser (1960) method provides a handy rule|of6 1.093 5.463 77.589
thumb that can be used to retain meaningfuF7 1.019 5.096 82.685
components. This rule suggests keeping onlyg 0.870 4.349 87.034
components with eigenvalues greater than 1. T 59 0.641 3204 90.238
method is also known as the eigenvalue-on

criterion. The rationale for this criterion is sgfat F10 0.509 2.547 92.784
forward. Each observed variable contributes opE1l 0.462 2.308 95.092
unit of variance to the total variance in the dsga | F12 0.385 1.924 97.016
Any component that displays an eigenvalue gredtgri3 0.230 1.151 08.167
than 1 is accounts for a greater amount of variange, 4 0.161 0.807 98.974

than does any single variable. Such a compone [ﬁS

) ; 0.136 0.681 99.655
therefore accounting for a meaningful amount gt
variance, and is worthy of being retained. On th&16 0.025 0.125 99.780
other hand, a component with an eigenvalue of ledsl7 0.020 0.100 99.880
than 1 accounts for less variance than does ome8 0.016 0.081 99.962
variable. The purpose of principal componepiig 0.007 0.035 99.997
analysis is to reduce variables into a relativel)fzzo 0.001 0.003 100.000
smaller number of components; this cannot be : - :

effectively achieved if we retain components that Table 3: Eigenvalues

account for less variance than do individual vdeab
For this reason, components with eigenvalues les

) . il) Cattell Screetest
than 1 are of little use and are not retained. ? : . -
X . The scree test is another device for determinirgg th
Table 3 provides the eigenvalues from the PCA . . .
. appropriate number of components to retain. Fitst,
applied to our = dataset. In the ~column raphs the eigenvalues against the component
headed“Eigenvalue”, the eigenvalue for eacly 2P 9 g P

. . number. As eigenvalues are constrained to decrease
component is presented. Each row in the tabl

presents information about one of the 20componen %onotonlcally from the first principal component to

the row"l” provides information about the first e last, the scree plot shows the decreasingatate

oy .~ which variance is explained by additional principal
component (PCAL) extracted, the row "2" provides, omponents. To choose the number of meaningful

g‘;ﬁ;@g[éonanzbsogtogheaSgﬁsgﬁjegogpg?gﬁg d(h‘ll:n)gn':\z omponents, we next look at the scree plot and atop
' =9 the point it begins to level off (Cattell, 1966; itHp

highest to the lowest. It can be seen that thf
. : : 965). The components that appear before the
eigenvalue for component 1 is 6.504, while thé¢ rea)k” are assurrl?ed to be megr?ingful and are

eigenvalue for component 2 is 2.738 This means that. . . . .
the first component accounts for 6.504 units oéltot fetained for Interpretation; those appearing after

. ; break are assumed to be unimportant and are not
variance while the second component accounts for

. . retained. Between the components before and &ter t
2.738 units. The third component accounts for abo'ﬂ)?reak lies a screeThe scree plot of eigenvalues
2.28 unit of variance

i derived from Table 3 is displayed in Fig. 1. The
Zﬁzlﬁvaslush;%sst;x;llthe rggfér t‘iﬁg]npolnelr:t tr?:;foa omponent numbers are listed on the horizontal, axis
9 y 9 : while eigenvalues are listed on the vertical aXise

explains more variance than a single variableaot f _. . .
6.504 times as much. The second component dispIa\';gjeeihoxsmp%ngg'l\{elé I:rr]ge ZFJgrea;ﬂ;ppseeacr(;r:%

an eigenvalue of 2.738, and component third tgomponent to 20 th component there is a consistent

seventh ranges from 2.280 to 1.019 which aré . :
. . radual decrease in the slope which means that each
substantially greater than 1, whereas e|ghtH
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successive component is accounting for smaller and 1 n 5 & & H 7 B B F)FI F)F3 R F5 F6 FT FB FB D
smaller a”'zoums of t‘;ta]'c Va“abncet ':5';5:52’0‘}0 p’?“"t' 0D 4D UL 0008 QUL 0006 A0 000 00 00
components - account for abou 6 OF 101 iy 1y g5 am 410 0 07 02 02 3 A0 406 03 6 06 02 02 4 06
variance.
EAD O 405 40 49 02 05 0 00 42 OMK 40 00 4B 0N 01 0 40 45 0
WG 00 49 06 01 4N 42 46 00 09 487 40 08 06 42 00 40 0 0n o
: MAD 41 45 03 00 45 04 94 050 45000 4% 6 00 A0 A0 00 10 00 00
3,000 Eigenvalue !
00 04 06 06 00 07 06 0 A0 00 DA 42 00 0 000 000 000 00 2
6.000 % DSH 47 09 05 08 02 04 0B O 004 JWN 00 4 O 0D 00 00 40 00 0
4000 \ TS 0M 4B 00 46 02 09 07 05 44 0 95 09 49 0B 48 408 00 4 00
TP 05 05 05 45 44 48 00 0 0 0MS 4 A 0 W 0L AU 00 00 0
2.000 - =d=Figenvalue
: MU0 48 00 050 04 40 90 0 48 06 00 06 48 00 00 011 400 00 0O
0.000 | NS 0 00 L 4 AW 02 42 05 41 009 03 4R OM 40 40 00 40 00 0
Sl E3 FS E7F9 ELLFL3FISFLIFL MO 009 00 06 009 06 0 06 0% 0 QU009 45 0 48 00 00 00 010 0
e | W00 O 48 05 0B 05 40 09 05 00 D00AM 0 M 0L 01 0 00 0
9. L-Elgen value ML 08 08 09 43 47 45 0B 00 00 900 2 0% 06 00 A 000 400 00 00
4.3 Cumulative percent of total variance ()07 0B 40 030 45 43 40 0L 05 DN 0B 40 44 47 40 o o 0p o
The percentage of variance accounted for by eadh 19 4 10 405 13 4 U6 45 U JUSLLE 06 U5 U6 0 L O 00 00
component and the cumulative percent variance afe [ U 4 U L0 00 43 05 08 (01 014N 40 95 40 40 40 14 10
presented in Table 5. From this Table it can ba e (6 i 46 06 10 44 48 465 19 08 401 11 08 01 40 10 (0 10
that the first component alone accounts for 32518940 07 40 1 401 0 05 1§ 45 42 04K 45 40 02 45 00 40 00 10 0
U6 49 09 401 OF 47 02 48 0 0% A5 4% A1 06 00 00 40 00 0

of the total variance and the second componentaloff®
accounts for 13.690% of the total variance.andrso o

Thus first 10 components when added the percentages ; A
together results in a sum of 92.784%. This meaas th considered as significant (see, Stevens (1986) for
9 ' i a discussion). We can interpret F1 as being highly

the cumulative percent of variance accounted for by positively correlated with variables EC-GEN,
the first ten components is about 93%. This pravige EC-FLD, TDS, TCol-MPN, Na, FCol-MPN,
reasonable summary of the data. Thus we can keep COD, Cl, BOD,ALK-TOT, ALK-Phen,.so these
the first ten components and “throw away” the other ~are the most important variables in the first
components. principal component. F2, on the other hand, is
highly positively correlated with DO, DO%,
NO2+NO3, CO3. So it is most important in
explaining the second principal component.In

A coefficient greater than 0.4 in absolute value is

4.4 \nterpretation of principal components third p_rincipal component PH and Alk-phen are
The correlation between each variable (20) and each MOSt important. In forth component P tot is
principal component are given in Table 4 important. In fifth component Temp is important

Table 4: Correlations between variables and
factors:
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communalities of the 20 variables of our data are
displayed in Table 5

As shown by this Table, the first seven

components explain more than 74% of variance
in each variable. This is enough to reveal the

Wariables (axes Fland F2:46.21 %)

S
n

S
n

structure of correlation among the variable
Table5: Communality of 20 parameters

. 02s
é ) Fl 17 B m | e s |5 |commnm
w1 Temp 014 o2z oo foaos Joros [o2m Jo2na Jossressess
B EC GEN 0922|0058 [o0015 |07 foase [o16s {0017 fosusszanas

T Ec FID 0943|0056 [0038 [oom foiz fonze {011 fosamasesis
. pHGEN  oa16 0ses  [osss oaer [0 {02 {006 [os3iieies
- ED |00t fos62  [os foos fouss forss [0a1 Josssssn

s DO 0207 o4t Jostr fosss Joose Josr |ooe Jossisrees

DO saT% |0232 os2  fosu Josmz foss fo2u [oos fosesmons

) 5§ 0ot foos  fomx Joos2 foras [oass  [o0ss fosusrenier
T TeolMPN (0447 [osse  Jozsr fo2st o237 o231 oo Josnmsssn
oo T e e s P-Tot 0370|008t oo [osse |043s |000s |-001 [0.600150897
F1(32.523%) NOyNO; o300 o4 024 [|-0557 [-0038 [0208  |-0.22 [0.71849757

- - - NH;-N 0093 |00e5  [w0s Jooss [oa37 foses  [osss [os2ussosos
Fig. 2: Data set loading with two components Na 0816 Jom 018 foas Joaos [osr  [029 fosusisss
o ) FeotMPN 043 Jos3s  fossr Jozar faam [o2ss [oooe fosaesissor

The principal component analysis allows us to o 0660 Jo217 o2 Josie o5 [0300 002 forrossesns

reduce the dimensional representation of variable C0; 037 |osse 0468 looss o3t |07 looss o70ss503012

in the plane constructed from the first two i o33 Jows  Jours forns Josor fores [oos fosatennsas
components. Fig. 2 represents this graph for our Bopi2r oe oisz  [0361 Jo43  |-0043 [0268 |-008 |o83s43ts4s
dataset. For each variable we have pIotted on the AKTOT 0766 [0198 0037 007 o34 [0.451  [0.191 |0.708437945
honzontal dlmens|0n |ts |Oad|ng on Component 1’ All-Phen 0446 |037 0571|0011 0075 (0274 0209 |0.786726897
on the vertical dimension its loading on o )
component 2. The graph also presents a visual Table 6: Contribution of each variable
aspect of correlation patterns among variables.

The cosine of the angle between two variables is FOR OB R F B PR R R L FDF3FWFS F6 R RS F9 RN

interpreted in terms of correlation. Variables Tmp 020 1% 09 0T R 18 1% B2 04 400 078 03830044 3% 02 00 001 004 78
. . ; BCGN 1336 012 001 072 149 240 135 0% 274 117 03 0869 0250 283 122 1% 565 %64 000

highly positively correlated with each another

- . BCAD 1369 012 006 033 115 155 121 04 224 1% 089 0M55370 099 083 049 528 N2 009

show a small a_ngle, W_hlle thos_e are neg_atwely OHGEN 021 1183 1875 072 014 452 04 120 126 3% 603 0DES 250 1110 008 021 0% 012 003

correlated are directed in opposite sense, i.g. the  wuy yug o 19 19 5000 08 2 6508 03 00 0 06 0 00

form a flat angle. From Fig. 2 we can see thatthe  n g 15508 00 o3 on 3 0 18 o0 o0 00 08 00 00 00 00 &%

20 variables hang together in three distinct oo om s s s 7 53 00 08 05 0% 00 006000 000 001 00 02 02 419

groups. EC-GEN, EC-FLD, TDS, Na, ClI, form TS 135 002 002 02 120 318 04 014 28 020 008 0813545 424 284 41T 5% 228 007

one group whereas FCol-MPN TCol-MPN, ToPN 307 5% 54 4% 4% 48 0% 147 112 009 52 21007 025 N5 130 L 012 00t

NO,+NOs, form second group and DO, DO%, PTt 221 026 002 2061 1475 084 OI1 031 4905005 03 1163 074 001 066 033 075 008 0O

temperature form third group. In a subspace of NOMNO3 147 58 250 103 011 398 49 252 68 303 2169 5689 121 042 035 004 08 007 0O

. : NBN 013 0% 028 035 1605 1412 007 13 487 24 0853209 12 078 012 000 014 000 000

components, the quality of representation of a

. . Ne 05 000 148 105 17 23 89 104 195 084 041 04660027 18 033 4149 281 05 0O

variable is ass_essed by the sum-of-squgre_d FCOMWPN 284 1471 658 322 570 597 008 055 L8 001 55 459 0165 04 482 100 131 004 00

component loadings across components. This iS @) iy o 15 55 15 471 0w 13 5175 01 6206 22 18 00 051 0% 00

called the communality of the variable. It (03 21010 960 014 13 147 040 244 256 001 1970 31283 187 590 002 033 018 001 001

measures the proportion of the variance of a o w6 w15 0% 05 260 18 02 %3 097 00 0880009 207 079 £54 395 05 00

variable accounted for by the components. For 80032 627 0% 572 1151 044 757 057 0% 100 682 804 0192 0606 B3 038 054 001 002 000

example, in our example, the communality of the AT &l L& 06 00 17 28 35 Wh 15 L 0 57419 5% 08 L4 006 06 00

APhen 305 501 142 001 048 6 43 010 106 127 208 603 880 276 000 001 052 000 000

variable temp is -0.1740.23%+(-
0.098§+0.106+0.705+(-0.278§+0.274

=0.7376. This means that the first seven
components explain about 74% of the variance of
the variable temp.. This is quite substantial to
enable us fully interpreting the variability in ghi
variable as well as its relationship with the other
variables. Communality can be used as a measure
of goodness-of-fit of the projection. The

Table 6 shows the contribution of each variable
in each component From All above analysis
following three groups are selected as a
significant components.
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Table 7:Significant variables by PCA

Trial 1 Trial 2 Trial 3
EC-GEN EC-GEN EC-GEN
ECFLD ECFLD EC-FLD
Do Do
D% D%

TDS TD3 TDS
TColMPN  |TCol-MPN TCol-MPN
MO+ MN0; MNO+NO;
Na Na Na

CoD coD

1 ] 1

EOD EOD

ALK-TOT ALK-TOT

AlLEK-Phen, |ALE-Phen,

FColMPN  |FCol-MPN FCol MPN
Temperature Temperature

4.5 Forecasting by use Genetic Programming

might shed physical insight into the ecological
processes involved, they are used to identify the
significant variables.[8].Table 10 shows the GPkérn
parameters used for all GP runs for the selection o
significant input.

The maximum initial tree size was restricted toa8
maximum tree size was selected to be 20 because GP
has a tendency to evolve uncontrollably large tites
the tree size is not limited [11.] Maximum treees0

has another advantage. Restricting to this sizéveso
simple expressions that are easy to interpret and
contains only four to eight variables which are tmos
significant and comfortable to handle [8,11].The
values of population size, no. of children to prosi,
objective type, cross over Rate, mutation weredfixe
by referring earlier researchers work [1, 8, 9, 11]

For GP runs four different simple mathematical
operators [1, 11] are used as function sets. (Refer
Table no 11). Small and simple function sets aeslus
because GP is very creative at taking simple fonsti
and creating what it need by combing them [7].(
Banzhaf w, Nordin p, Genetic programming an
Introduction is a book)A simple function set also
leads to evolution of simple GP models which are
easy to interpret[7]. Thus 40 GP equations were
evolved for 30 days ahead prediction. As GP has

For the variable sets shown in table 7 GP rurgbility to find the significant input variable, is

were taken with the function set +,_,*7.and

following parameters were used for the runs.
Table 8: Parameters used for GP runs.

expected that GP evolves equations which contains
most significant variables out of the total 19 ihpu
variables. It is measured by considering no of §me

Sr. Mo Parameter used value the variable is selected in equation [1, 8]. TaBlel
1 Mo imitial tree size T shows the summary of no. of times the input vaesbl
_ in all 40 equations.
2 Maximum tree size 20
3 Population size 500 Table 10: Parameters used for GP runs.
= ; = Sr. MO Parameter used value
4 No. of children to produced |300
- — 1 Maximum iritial tree size 43
3 Objective type COD, BMS - -
- 2 Maximum tree size 20
& Cross over Rate 1 - - -
3 Population size 300
7 Mutation 0.05 - - -
4 No. of children to produced |300
. . 3 Objective type COD, FMBS
The results of three trials are shown in Table ¢ b P '
Five runs of each 15 min were taken -
Table 9:Results of three trials 6 Cross over Rate 04
Trial NO.|COD RMSE (Root|Correlation between 7 Mutation 0.035
(Coefficient of|mean square|observed and
determination | error) predicted output Table11: Function set used for GP Runs
1 0.967414 2022.13 0.9836 Function Set
2 0049850 248333 0.074560 =
3 0.962222 2139.51 0.980983 S L E—
_: :*: x:
5 Input selection by Genetic Programming + # ¥
+ & Ex

An advantage of using Genetic Programming for the
modeling process is its ability to produce modhbs t
are in the form of an interpretable equation. SiGée
evolved equations relating input and output vagabl
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Table 12: Summary of no. of times the input vaeabl

in all equations

Input Vanables |Eecurrenc|Contribution
e in all GPfactor In %
115

Temp ey 41825
EC_GEN 4 1.3209
EC FLD 7 26615
pH_GENM 3 1.1404

PH_FLD 3 11404

Do 28 10.6463
D SAT 3 1.2011
TDS 3 11406
Tcol-MPN o4 I 741
P-Tot 54 20.5322
NO;+NO 3 19 72243
NHz-MN 1 0.3802
MNa 4 1.3209
coD & 2.2813
CO3 4 1.3209
1 3 1.2011
BOD3-27 2 0.7604
ATE-TOT 2 0.7604
Alk-Phen & 20418

Total number of terms In

GF model==263

By correlation

coefficient By PCA By GP equations

Nitrogen, Total Electrical

Oxidised Conductivity Field |Phosphorus, total
Chemical
Ozxygen
Demand Dissolved oxygen Dissolved oxygen
Solids, Total Nitrogen, Total
Dissolved Dissolved oxvgen %  |Oxidised
EleciricalCondu
ctivity Field Solids, Total Dissolved |Temperature
Electrical Allcalinity,
Conductivity Coliforms, Total phenolphthalein

ElectricalConductivit
Nitrogen, Total Oxidised [v_Field

Chemical Oxvgen
Demand

Sodium (Na)
Chemical Oxygen
Demand
Chloride
Biochemical Oxygen
demand

Alkalinity, total

Alkalinity, phenolphthalein
FCol-MPN
Temperature

From the above three methods it was found that the
most significant input parameter selection can dreed

by Genetic Programming which gives equally
competent results as compared with statistical

The significant variables are highlighted. Thes@nalysis with comparatively less time consumptiom f
variables are those whose numbers of terms are mdhe process. Input parameters selected for prediction
than 2% of the total number of terms in GP equatiorof water quality are Coliforms, Total (Tcol-MPN),

[8.6]

Table 13 : Significant variables by correlation
coefficient and by PCA and BY GP equations

Phosphorus, total, Dissolved oxygen, Nitrogen, ITota
Oxidised (NGQ+NO; ),Temperature, Alkalinity,
phenolphthalein, Electrical Conductivity Field
(EC_FLD), Chemical Oxygen Demand (COD), faecal
coliform. The values of these parameters at tine t
t-6 may influence the prediction process [8,11}tWi
these nine parameters GP equations were evolved to
develop relationship between faecal coliform atetim
and nine input variables with a time lag of t t6 t-
Thus for each of the nine input variables, we have
time lagged variables, making total (9 x 7) 63 inpu
variables.

With these 63 input variables six trials were taken
which evolved sixty GP equations. GP parameters (
table 3) and simple mathematical function setslétab
4) are used. GP evolved 60 equations which
contains most significant variables out of the lt6
input variables. It is measured by considering ofo.
times the variable is selected in equation [8,&blé

14 shows the summary of no. of times the input
variables in all 60equations.
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Table 14:Summery of Number of Times Input

Variables in 60 Equations

t-1 t-2 t3

t-4

t3

-6

Temp

(=]

36

EC_FLD

t
2
1

8

DO

0

Teol-MPN (107

=

1

P-Tot

—l=| =] ==

== =|e|l=]r

NO2+NO3

cOoD

FEEEEEE
== =T====

=
el v

Allk-Phen

0 48 10

Feol-MPN

0
6
1 22
0
0

0 1 0

4
0
1

Shaded terms indicate contribution more than 2%

Total

terms in all

presented in table 15

5.1 Genetic Programming M odeling

Table 15: Significant Parameters By GP

Temperature (t-3)
Temperature (t-4)
Dissolved oxygen|(t)
Coliforms, Total]{t)
{Tcol-MPIV)
Phosphoms, total | {t-4)
MNitrogen,  Total|{t-8)
Omidised

(INO+INO3

Chemical Oxygen
Diemand {COLY)

1)

Chemical Oxygen
Demand {COLY)

-5)

Chemical Oxygen
Demand {COLY)

(t-6)

Adkealinity, (t-2)
phenolphthalein
Aldkalinity, (-3}
phenolphthalein

runs are 516. Highlighted
parameters are indicative of the contribution mor
than 2%. The most significant parameters to predi
faecal coliform 30 days ahead in advance ar

taken by using training and testing data 75% an@25
.The results are tabulated in the Table 16
Table 16: Results of GP

Correlation| Cotrelation
between | between
CoD EMSE | observed | observed
(Coefficien| (Root and and
tof mean | predicted | predicted
determinati] square | output{Tra| output(Te
Trial NO. ofn E{TOf) ining) sting)
Training -
13%,
Testing
1 23% 0946227 | 978.613 0.9729 0.9491
Training -
80%,
Testing
2 20% 0944541 | 11083 0.9747 0.9443
18000
16000 + * Trial 2
14000 1 training
R=0.574
12000 testing
e
B0 ~B-predicted
5000
4000

2000

0

-2000 -
Fig. 3: Graph of Observed and Predicted output
The results are shown in Fig. 3
Model developed with the significant inputs to potd
faecal coliform at chaskaman reservoir is preseimted
fig 3. The perditions are satisfactory with readina
good peak value predictions.

6. Resultsand Discussion:

Monthly Water quality data from July 2000 to
October 2011 collected by Government of
Maharashtra, water resource Department, Hydrology
project (surface water), Hydrological Data User
Group is used in this study. Three methods werd use
to find the significant inputs to predict the fakca
coliform for chaskaman reservoir. 20 parametersewer
used by other researchers for predictions. Firshate

The standard GP model was evolved for the o correlation coefficient analysis is presented

prediction of faecal coliform 30 days in advandée
input variables selected are taken from the siggifi

table no.2 six parameters were found to be sigmific
out of total 19 input parameters. But the major

input selection model which was previously desdibe|imitation of this method, is the inability to campe
in the above section. Refer table 8. The parameter non |inear depenance that may exist between input
GP runs are same as shown in table 1. Runs Weyfd output. There may be omission of some
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significant input parameters due to its non linear
relationship. One of the data mining technique
Principal Component Analysis results are preseinted [7].
table no. 10 which gives 15 significant input
parameters. Genetic Programming was also used to
find the significant input parameters. For 20 Vales

runs are taken and 40 equations are evolved and
occurrence of each variable in 40 equations isdoun[8].
Total terms in GP models are 263. The significant
variables are those whose numbers of terms are more
than 2% of the total number of terms in GP equation
By this method 8 parameters are found significant
presented in table no.5. [9].
By using these 8 parameters again GP runs are taken
for time lag t to t-6. From 63 input parameters 11
parameters are found significant presented in table

15. For these 11 parameters again GP runs are takeq].

and that is for 2 trials. Results are presentethlie
no.16. and compared with the results of parameters
selected from PCA. Result shows that RMSE by GP is
978.613which is better than that by PCA parameter
which is 2022.13. Results of correlation coefficien
between observed and predicted output and

coefficient of determination by both methods argll].

comparable.

[12].
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